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National Institute for 
Computational Sciences (NICS) 

First academic petaflop 
supercomputer (Kraken). 

3 billion core hours delivered. 

Served 6000-7000 users across 
1500 projects. 

Delivers 50-60% of NSF 
compute cycles. 

Application Acceleration Center 
of Excellence (AACE) 

Exploration of new, disruptive 
technologies. 

Beacon 

#1 Green500 List 

CCS w/ Hosted MIC 
Accelerators 

Darter Cray XC30 UT Faculty, Postdocs, Students 
in Physics, Chemistry, Biology, 

Engineering, Applied 
Mathematics, Computer Science 

ORNL Staff 

                    Student Interns 
   N. Bailey, D. Barry, A. Carter, D. Coker,  
   N. Eto, R. Fournier, S. Gao, J. Harrison,  
   A. Howard, R. Hulguin, B. Loi, Y. Liu,  
   M Olson, E. Ponce, S. Sawyer, 
   A. Upadhyay, H. Weitering, R. Willis,  
   J. Yin 

JICS Associated UT Faculty 
Y. Braiman ORNL, J. Fu UT, Y. Gao UT, 

 I. Jouline ORNL, A. Mezzacappa UT,  
G. Peterson UT, S. TerMaath, UT  
C. Webster ORNL, Y. Xing ORNL 

Anthony Mezzacappa, Director 
Greg Peterson, Deputy Director 

D. Wilkerson, Administrative Assistant 

Biology 
O. Adebali, 

A. Fleetwood, 
I. Jouline, 

Se-Ran Jun, L.H. Lee, 
Y. Liu, D. Ortega,  

B. Rekepalli,  
A. Upadhyay 

National Institute for 
Computational Sciences (NICS) 

Greg Peterson, Director 
M. Fahey, Deputy Project Director 

S. Ahern, Executive Director 
L. Crosby, Scientific Computing Grp Leader 
M. Fahey, (Acting) Operations Grp Leader 

J. Ferguson: EOT Grp Leader 
R. Whitten, User Assistance Grp Leader 

Campus & Research  
Programs 

Christian Halloy, Director 
Kwai Wong, Deputy Dir., 

Christal Yost, Inf Specialist, 
J. Cortese, A. Kail, 

M. Sekachev, D. White 

Administration 
Norma Brevick, Financial Assistant 
Terrie Cassidy, Accounting Assistant 

Angie Chance, Administrative Assistant 
Don Reed, Budget Director  

Industrial Partnerships 
Suzy Tichenor, Bruce Loftis 

 

Advisory Council 
UT / ORNL Leadership 

Remote Data Analysis & 
Visualization Center (RDAV) 

Sean Ahern, Director 
Jian Huang, Associate Director 

S. Klasky, J. Logan, Y. Mack,  
G. Ostrouchov, P. Patel, D. Schmidt,  

S. Simmerman 

Keeneland: National Institute for 
Experimental Computing 

Jeff Vetter (GA Tech), PI 

University of Tennessee 
David Millhorn, Executive Vice President 

Taylor Eighmy, Vice Chancellor for  
Research & Engagement 

Joint Institute for Computational Sciences (JICS) 
Oak Ridge National Laboratory 
Ramamoorthy Ramesh , Deputy Director 

 for Science and Technology 
Jeff Nichols, Assoc. Lab. Director for Computing and 

Computational Sciences 

 
Application Acceleration 

Center of Excellence 
G. Brook, Director 

V. Betro, R. Hulguin,  
S. Piotrowski, S. Sawyer,  

T. Thompson 
 

eXtreme Science and Engr. 
Discovery Environment (XSEDE) 
G. Peterson, PI,   V. Hazlewood, Dep. Dir. 

S. Wells, Project Manager 

Project and Technology Council 
S. Ahern, Chief Data Officer 

R. Braby, Chief Cyberinfrastructure Officer 
G. Brook, Chief Technology Officer 

V. Hazlewood, Chief Operating Officer 
J. Whitt, Chief Project Officer 

JICS Associated ORNL Staff 
J. Beaver, D. Bernholdt, J. Billings,  
G. Fann, J. Goodpasture, A. Gorin,  

W. Grice, C.Hoffman, C. Steed,  
M. Stocks, B. Sumpter, D. Wesolowski 

 
Computational Research Areas 

 

Mathematics 
D. Galindo,  
B. Neschke,  

D. Schmidt, Y. Xing  

Kraken Project 
Systems & Ops:  

T. Baer, M. Campfield,  
J. Charcalla, T. Cole,  

J. Hanley, S. McNally,  
R. Mohr, J. Odonnell,  
P. Peltz Jr., G. Rogers,  
T. Samuel, B. Sparks,  
J. Walsh, J. Wynkoop 

Sci-Comp:  
V. Betro, R. Budiardja,  
L. Crosby, C. Halloy, 

J. Jakowski, J. Logan, 
P. Patel, B. Rekepalli,  

K. Wong, H. You 
User Assistance:  
C. Collins, R. Hulguin,  

D. John, H. Liu, 
D. Lucio, Y. Mack,  

D. McWilliams, P. Redd, 
S. Su, J. Walsh, B. Whitten 

EOT:  
J.Ferguson, S. Gibson, 

B. Loftis, C. Yost 

Chemistry 
A. Beste, T. M-Clark, 

M. Goswami,  
J. Jakowski  

S. Thornton, L. Vlcek 

CS & Software 
G. Butler, B. Jewell,  

A. McCaskey,  
T. Mintz, P. Patel, 

G. Peterson,  
J. Schuchart,  

G. Son, S. Srinivasan, 
C. Stahl, Y. Tian,  

H. You,  
Physics 

R. Budjardia, 
P. Krstic,  

A. Mezzacappa, 
A. Rusanu,  
J. Schaake ,  
B. Williams,  
K. Yakunin 

Engineering 
Y. Braiman,  
Joshua Fu,  

S. TerMaath,  
Kwai Wong 
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• Plugged in at the level of the Vice Chancellor/ 

      Vice President at UT and the ALD/Deputy Director  

      at ORNL. 

• Significant UT/State investment. 

• 14:1 ROI relative to Kraken investment. 

• Foundation for other major UT awards. 

• Significant State commitment 

       moving forward. 

What keeps me up at night? Sustaining all of this. 

• At this scale, federal, state, and, likely, private resources  

             will be needed. 
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Why sustain JICS? 

Role JICS has played for the national user community 
(unprecedented track record). 

Role JICS has played for the State of Tennessee. 

Role JICS has played for the University of Tennessee. 

Unique 

•Components at all levels, university to national. 

•Partnership across a university and a national laboratory, across federal agencies. 

JICS is positioned to serve the UT community, to serve as a regional catalyst for academe and  

industry, and to serve the national user community because it serves on all three levels already.  
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• Oak Ridge High School and the Tennessee Governor's Academy 

o high school students exposed to HPC computing 

 

 

 

• Historically Black Colleges and Universities (HBCU) such as Fisk University and Tennessee 

State University 

 

 

 

• Private universities such as Vanderbilt University and Belmont University 

 

 

 

• Tennessee Board of Regents universities such as Middle Tennessee State University and 

East Tennessee State University 

 

 

 

• The University of Tennessee system members such as UTK, UTC, and UTHSC 
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Industry 

• Recruiting each partner is labor  

      intensive, and not scalable. 

• Establishing the business case is not  

      easy for industry. 

• Staffing is a challenge. 

o Need a sizeable staff pool from  

      which to draw on short notice. 

 

Academia 

• Crossing state lines. 

• Each academic partner 

      wishes to establish its own 

      identity/leadership. 

• Shrinking state dollars. 

 

National Centers 

 

• Way centers are competed. 

o Competed every few  

                years. 

 Counter to long-term 

                          stability needed. 

 Process may not capture 

                           complexity of/dimensions 

                           to such centers. 

 Budgets fluctuate. 

 Significant institutional  

      investments made. 

 

• Coordination of center opportunities. 
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National 
• NCSA, 

NICS, PSC, 
SDSC, 
TACC 

Regional • ? 

University 
• Rice, UNM, 

UTK, 
Wyoming, 
…  

Federal agency support for Regional Centers  

– i.e., an I/UCRC for states – wherein states,  

state industries, and federal agencies could  

partner would have significant benefits. 

This could be the vehicle by which  

we are able to address much more  

effectively the challenges previously  

mentioned. 

• Federal support could incentive  

these partnerships. 


